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A B S T R A C T

People are more inclined to agree with certain causal statements when a person acts intentionally than when a 
person acts unintentionally or without agency. Most existing research has assumed that this effect is to be 
explained in terms of the operation of people's causal cognition. We propose a different explanation which in-
volves a linguistic phenomenon involving the impact of agency on people's judgments about a broader class of 
sentences, including non-causal sentences. Study 1 shows that the effect arises for both causal and non-causal 
sentences. The remaining studies show that the effect arises only when the subject of the sentence is animate 
(Study 2), that the effect arises both for outcomes with negative valence and outcomes with neutral valence 
(Study 3) and that the effect is driven by whether or not a person exercises agentive control over her body, rather 
than whether or not she intends the particular outcome of her action (Study 4). We conclude with a formal 
linguistic theory that captures these effects.

Imagine a train platform with a line that people aren't supposed to 
cross. Tom deliberately steps over the line, and this ends up causing a 
train delay. In this case, it seems natural to say: 

(1) Tom caused the train delay.

Now consider a slightly different case: Instead of intentionally 
crossing the line on the train platform, Tom blacks out and falls over it. 
Just as in the first scenario, this ultimately leads to a train delay. In this 
second case, would people still think it seemed natural to use sentence 
(1)?

Existing research in causal cognition has uncovered a surprising fact 
about people's judgments in cases like this one: Participants are less 
inclined to agree that a person caused an outcome when a person brings 
about the outcome through a behavior that doesn't involve an exercise of 
agency (Lombrozo, 2010; Rose, 2017). In other words, in scenarios like 
this one, participants tend to be more inclined to say that Tom caused 
the train delay when he intentionally crosses the line than when he 

simply blacks out and falls over the line. This finding has spurred a much 
larger research program, with numerous studies showing that partici-
pants' perceptions of what is going on within an agent's mind can impact 
their judgments about whether it is right to say that the agent caused 
some further outcome (Kirfel & Lagnado, 2021a, 2021b; Lagnado & 
Channon, 2008; Lombrozo, 2010; Phillips & Shaw, 2015; Rose, 2017; 
Schwenkler & Sytsma, 2020).

While several different theories attempt to explain this effect of 
perceived agency, they share a key assumption; the effect should be 
understood in terms of how perceived agency influences people's 
thinking about causation in particular. On these views, there is a clear 
motivation for why one might be interested in understanding the effect 
of perceived agency—in order to better understand causal cognition.

But consider a sentence that does not involve any claim about a 
person causing a further outcome, i.e., a sentence that is simply about 
the behavior the agent performed. For example, returning to our story 
about Tom and the train, consider the sentence: 
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(2) Tom crossed the line.

In contrast with cause, the verb “cross” is not what is called a caus-
ative verb (Levin, 1993, 1999), and accordingly, this sentence does not 
assert that Tom's behavior caused any further outcome. But might a 
manipulation of Tom's level of agency also affect evaluations of sen-
tences like (2)? If we find the same effect for judgments of (2) as previous 
research has found for (1), perceived agency would be having some 
effect that extends beyond causal cognition as it is encoded in causal 
statements.

In other words, the effect of perceived agency on causal judgments 
may reflect a more general way in which people understand and talk 
about animate agents. In everyday conversation, we talk about people 
acting in many different ways—not always with causal statements. 
Might these effects of perceived agency arise for people's understanding 
of this much larger set of statements? If so, then understanding how 
reasoning about agency figures into people's evaluations of sentences 
like (1) and (2) would be of interest not only to psychologists working on 
causal cognition, but also to those interested more broadly in under-
standing agency and its role in language.

1. Agency in causation

The impact of agency on people's judgments about causal sentences 
is surprising in part because it points to a factor that one might not have 
expected to have any influence. Looking at a sentence like “Tom caused 
the train delay”, one might expect that people's judgments about this 
sentence would be affected only by their understanding of Tom's 
behavior and the connection between this behavior and the train delay 
that eventually occurred. Existing research shows that this is not the 
case. People's judgments are also affected by their understanding of 
what was going on within Tom himself and, in particular, by the degree 
to which his behavior was the result of his own agency (e.g., Kirfel & 
Lagnado, 2021a; Lagnado & Channon, 2008; Phillips & Shaw, 2015; 
Schwenkler & Sytsma, 2020).

In perhaps the first demonstration of this effect, Lombrozo (2010)
showed that agency has an impact on people's use of causal sentences in 
cases of double prevention. Consider a case in which a person prevents 
an event that would have in turn prevented some further outcome (had 
it actually occurred). Do people judge in such cases that the person 
caused the outcome? Lombrozo's studies showed that the answer de-
pends on whether the person acted through her own agency. Partici-
pants were more inclined to say that the agent caused the outcome when 
the person performed a behavior by exercising her own agency (e.g., 
throwing a ball) than when the person performed a behavior without 
exercising her agency (e.g., dropping a ball).

Subsequent research has extended this effect to other kinds of sce-
narios, with different causal structures. For example, Rose (2017) pre-
sented participants with cases in which there was no double prevention, 
but the results nonetheless indicated that participants were more in-
clined to say that the agent caused the outcome when she exercised her 
own agency (intentionally pressing a button) than when she did not 
(having a stroke that results in her hand involuntarily hitting the 
button).

Existing theoretical work has explained this effect in terms of an 
impact of teleology or goal-directness on causal judgments (Lombrozo, 
2010). The core idea is that when an agent is specifically trying to bring 
about an outcome, the relationship between the agent's behavior and the 
outcome is not as sensitive to background conditions. Consider first the 
case in which Tom crosses over the line entirely as an accident, and the 
result is an unexpected train delay. In this first case, if the background 
conditions had been slightly different (e.g., if the train had come just a 
few minutes later), then the outcome would not have arisen. Now, by 
contrast, consider a case in which Tom specifically crosses over the line 
in order to ensure that the train is delayed. In this latter type of case, we 
would not see the same sensitivity to background conditions. If it 
happened that the train came a few minutes later, or if background 
conditions differed in some other minor way, Tom would simply adjust 
his behavior to make sure that the train was still delayed. Research on 
causal judgments consistently points to an impact of robustness across 
background conditions on intuitions about causation (Hitchcock, 2012; 
Icard et al., 2017), so if the effect is fundamentally a matter of something 
about how people's causal judgments work, it could arise because 
agency leads to greater perceived robustness, which in turn leads to 
greater attribution of causation.

2. Agency in language

Thus far, we have been looking at the impact of agency on people's 
causal judgments. A question now arises as to whether there is also an 
impact of agency on judgments regarding sentences that do not directly 
involve causation.

To address this question, we first need to consider the different ways 
in which a sentence can express a causal claim. One way for a sentence to 
express a causal claim is to explicitly use a term like “cause,” but most 
sentences that express causal claims do not involve the use of such terms. 
To illustrate, compare (3) with (4). 

(3) a. Jamie caused the table to break. 
b. Harry caused the butter to melt. 
c. Samantha caused the door to open.

(4) a. Jamie broke the table. 
b. Harry melted the butter. 
c. Samantha opened the door.

The sentences in (4) do not explicitly use the term “cause”, but all the 
same, they do seem to bear some important relation to the sentences in 
(3). Understanding precisely how the (4) sentences are similar to, but 
also different from, the (3) sentences is a topic of ongoing research 
(Levshina, 2022; Martin, 2018; Rose et al., 2021; Schwenkler & Sievers, 
2022; Song & Wolff, 2005; Wolff, 2003), but even without a complete 
answer to that difficult question, we can note one respect in which they 
are clearly similar. Both types of sentences involve causation. For 
example, if you say that Jamie broke the table, you are clearly saying 
that Jamie caused the table to change state in some way. For this reason, 
verbs like “break” are referred to as causative verbs.

Importantly, not all transitive verbs are causative verbs. For some 
examples, consider (5). 
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(5) a. Jamie approached the table. 
b. Harry touched the butter. 
c. Samantha entered the room.

Research in linguistics has explored the ways in which sentences like 
these differ from the sentences in (4). If we say that Jamie “broke the 
table,” we are saying that Jamie caused the table to change state, but if 
we say that Jamie “approached the table,” we are not saying that Jamie 
caused the table to change state. In fact, we are not saying that Jamie's 
bodily movement caused any further outcome. For this reason, transitive 
verbs of this type are excluded from the class of causative verbs and will 
be called here “non-causative verbs”.1

Thus far, we have been emphasizing that causative and non- 
causative transitive verbs are very different when it comes to causa-
tion, but there is another dimension on which they are fundamentally 
similar: namely, that they can both assign the agent role to the gram-
matical subject. Consider again the sentences “Jamie broke the table” 
and “Jamie touched the glass.” Each of these sentences describes an 
event (a breaking event, a touching event), and each says that Jamie 
played a particular role in that event. The key point now is that although 
the events themselves are very different, the role that is assigned to the 
subject of the sentence in both cases is the same. In both cases, Jamie 
occupies the agent role in the event.

A long tradition of research in the study of language has explored this 
distinctive role (Cruse, 1973; DeLancey, 1984; Dowty, 1979, 1989, 
1991; Fauconnier, 2012; Fillmore, 1967; Folli & Harley, 2008; Grimm, 
2011; Levin & Rappaport Hovav, 1995; Massam, 2009; Rissman & 
Majid, 2019; Tollan, 2018; van Valin & Wilkins, 1996; Zúñiga & Kittilä, 
2019, among many others). For instance, research shows that the 
assignment of thematic roles is closely tied to syntax. Suppose you see 
the sentence: “Tom walked right up to Magdalena and daxed her.” Even 
though you don't know the meaning of the verb “dax”, you can tell from 
the syntax which constituent of the sentence refers to the person who 
played the agent. Specifically, in sentences with this structure, the 
nominal phrase in subject position is typically understood as referring to 
the agent in most languages (Bickel, 2010; Bickel et al., 2015; Dryer, 
2005; Fillmore, 1967; Greenberg, 1963; Rissman & Majid, 2019; Sauppe 
et al., 2023). In other words: if a person's name appears in subject po-
sition in sentences with this structure, the sentence is saying that the 
person played a distinctively agentive role in the event. Additional work 
in linguistics has led to the development of a variety of different, and 
often opposing, theories about how to understand the agent thematic 
role at a deeper level (e.g., Cruse, 1973; DeLancey, 1984; Dowty, 1979, 
1991; Folli & Harley, 2008; Martin et al., 2025; Ramchand, 2008; 

Schlesinger, 1989; van Valin & Wilkins, 1996).
Work within psychology has explored people's ordinary way of 

reasoning about these roles—and suggests that reasoning about agents' 
mental states may also be involved in these judgments. For instance, 
consider the sentence “Jacob is dating Sabrina.” This sentence describes 
a mutual interaction. To say that Jacob is dating Sabrina is also to say 
that Sabrina is dating Jacob. However, people more readily attribute 
intentionality to Jacob (occupying the agent role) than they do to Sab-
rina (occupying the theme role; Strickland et al., 2014). Unlike many of 
the effects we've discussed so far, effects like these are not specifically 
about causation. Instead, they seem to reflect a link between inten-
tionality and the agent thematic role.

With this in the background, we can reconsider our sentence “Tom 
caused the train delay.” Existing studies show that people's intuitions 
about whether it is right to use this sentence depend in part on facts 
about Tom's mental states. But what property of the sentence gives rise 
to this effect? Is it the fact that the sentence describes a causal rela-
tionship between Tom and the train delay, or is it the fact that this 
sentence assigns to Tom the agent role?

One possible way to address this question would be to ask whether 
there is also an effect of agency on intuitions about non-causative sen-
tences. If we only find an effect of agency for causative sentences, we 
might think that the effect for causative sentences arises specifically 
because these sentences describe a causal relationship. By contrast, if we 
also find an effect for non-causative sentences, we would have at least 
some reason to think that the effect observed for causative sentences 
does not arise because of something involving the fact that these sen-
tences are causative. Instead, the effect might be due to something far 
more general about the agent thematic role.

3. Understanding agents and agency

At the heart of this second approach is the notion of agency. Although 
our hypothesis is concerned specifically with a linguistic effect, this 
notion has also been explored in numerous other areas of cognitive 
science, and we will be drawing on that larger body of research here. In 
particular, we will be drawing on two key ideas that have been 
emphasized throughout existing research on agency.

The first idea is that people distinguish between entities that are 
agents, with the capacity for agency (e.g., human beings), and those that 
are not agents (e.g., rocks). A diverse body of work in cognitive science 
has shown that people are sensitive to various cues that imply the ca-
pacity for agency, even in cases of things which are otherwise not 
obviously agents (see Rose, 2022; see also the classic demonstrations by 
Heider & Simmel, 1944). Even young children notice subtle indications 
of agency, like self-propelled motion or the ability to create order (see, e. 
g., Johnson, 2000; Keil & Newman, 2015; Newman et al., 2010; Poulin- 
Dubois et al., 1996). For instance, young children perceive novel, 
autonomously moving ‘blobs’ as agents, but only when those blobs move 
towards a goal (e.g., Opfer, 2002), and even five-month-old infants 
distinguish between the behavior of agents and non-agents (e.g., 
Woodward, 1998).

The second idea is that people distinguish between events that arise 
through the exercise of full agency and those that do not. If we see a 
person being violently pushed to the ground, we might think that this 
person is clearly an agent, but we might also think that this specific 
movement of her body (being pushed to the ground) was not the result of 
an exercise of her agency. Our minds are also sensitive to this second 
distinction across many different contexts. For instance, perceptions of 
someone's relative exercise of agency influences what things people 
attend to in the first place (e.g., people will follow the gaze of an agent 
who intentionally looks away, but not the gaze of an agent whose gaze is 
merely ‘deflected’; see Colombatto, Chen, & Scholl, 2020; see also 
Colombatto et al., 2019, Colombatto, van Buren, & Scholl, 2020, 
Colombatto et al., 2021), as well as how even very young children will 
react to an agent (e.g., Carpenter et al., 1998; Woo et al., 2017). Adults 

1 Among transitive verbs, causative and non-causative verbs significantly 
differ from each other in a range of interrelated syntactic and semantic prop-
erties (Levin & Rappaport Hovav, 1995; Levin, 1999; Rappaport Hovav & 
Levin, 1998, Alexiadou et al., 2015, Beavers & Koontz-Garboden, 2020, among 
many others). For instance, while the object of causative verbs is always an 
(affected) theme, the object of non-causative verbs can often have another se-
mantic role than theme (such as Path in the case of cross), because the latter 
verbs do not express a change caused in the object. A consequence of this is that 
while near-synonyms of causative verbs typically are transitive themselves (see 
melt/thaw), near-synonyms of transitive non-causative verbs are often intran-
sitive (see cross/go across, cf. Levin, 1999:5). Another point is that since caus-
ative verbs essentially describe changes, they can also be used to describe just a 
change of the theme and not its agent (e.g., we find The door opened next to Tom 
opened the door). Non-causative transitive verbs, on the other hand, describe a 
way of acting by an agent (and not a change of the object) and therefore do not 
allow the demotion of the agent (e.g., we do not find The line crossed next to 
Tom crossed the line). Next, while causative verbs are typically compatible with 
many types of subjects (individuals such as Tom, events or facts as in The ac-
cident/this fact caused the delay, etc.), non-causative verbs are much more 
restrictive in that they often require an individual-denoting subject (e.g The 
accident crossed the line is not a felicitous statement).
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are also sensitive to relatively subtle variations in how much an action 
seems to reflect an agent's own agency—attributing more agency, for 
example, to a robot who cheats to win in rock-paper-scissors than to one 
who cheats to lose (see Litoiu et al., 2015).

The hypothesis we will be exploring here draws on both of these 
ideas. The hypothesis is that people tend to think that certain sentences 
do not sound right when (a) the subject of the sentence denotes an entity 
that they regard as an agent but (b) the verb phrase denotes an event that 
this entity did not bring about with agentive control.

If this hypothesis does turn out to be correct, we face further ques-
tions about how to spell it out in detail at the level of linguistic theory. 
To do so, we need an account of the syntax of these sentences, and of the 
semantics of the agent thematic role, and we need a detailed under-
standing of people's judgments regarding these sentences, such as 
whether the judgment that they should not be used in certain cases is 
best understood in terms of their truth conditions or in terms of prag-
matic infelicity. In the General Discussion and the Appendix, we provide 
an account along these lines, drawing on technical tools from natural 
language semantics. However, we emphasize that the core claim of the 
present paper does not depend on the details of that account. Although 
linguists might disagree about precisely how to spell things out, the core 
hypothesis we will be testing in the present studies is simply this: The 
impact of agency on judgments of causative sentences does not arise 
because of something specific to causative sentences but rather because 
of something far more general about the agent thematic role.

4. Present studies

Across four experiments, we seek to understand the scope of the ef-
fect of perceived agency: When is it that people's judgments are and are 
not affected by how much agency was involved in the scenario?

Study 1 directly examines the influence of perceived agency on the 
evaluations of causal vs. non-causal sentences: Does perceived agency 
have the same effect when people are asked about sentences with non- 
causative verbs?

Studies 2–4 then explore several factors that may affect the role of 
perceived agency in judgments of both the causal and non-causal sen-
tences. Study 2 examines the actions of agents (e.g., Tom) vs. the actions 
of inanimates (e.g., water from a rainstorm). Study 3 examines blame-
worthy actions of agents (e.g., causing a train delay) vs. harmless actions 
(e.g., causing a prize to drop down). Finally, Study 4 examines two 
different aspects of agency: acting intentionally (e.g., intending the spe-
cific outcome vs. not) and acting with agentive control (e.g., deliberately 
walking across a room vs. tripping and falling). In all studies, we explore 
people's evaluations of both causal and non-causal sentences.

5. Study 1

How much agency someone exercised in bringing about an outcome 
affects the extent to which people think they caused the relevant 
outcome. But is this effect limited to causal sentences? Here, we compare 
people's evaluations of causative sentences vs. sentences with non- 
causative verbs in the same scenarios.

5.1. Methods

Data, materials, and preregistration information for this experiment 
and all following can be found on the Open Science Framework (OSF) at 
https://osf.io/7a6fq/?view_only=08f4cf81aa4647a898ae47789f 
ac81ca.

5.1.1. Participants
Four hundred adult participants completed a survey online through 

Prolific, (Mage = 28.2, SDage = 8.5, 70.4 % white, 72.0 % female). All 
participants lived in the United States. Data from an additional 11 par-
ticipants were collected but excluded for failing a comprehension check 

(see Procedure section).

5.1.2. Stimuli
Stimuli consisted of eight short vignettes (each participant saw a 

single vignette; see Procedure section). These vignettes described four 
possible scenarios in which a person, Tom, acted with either full agency 
or with very low agency. For example, in one scenario, participants were 
told that Tom is waiting for a train and that there is a yellow line on the 
platform that people aren't supposed to cross: 

Tom is waiting for a train. In order to keep the passengers clearly out of 
the way from moving trains, nobody is supposed to cross a yellow line 
drawn on the platform.

In the full agency condition, Tom then deliberately crosses over the 
line: 

The train platform is very crowded today. Tom unexpectedly decides to 
cross the line to get in front of the crowd. He deliberately steps over the 
yellow line to stand in front of it.

In the low agency condition, Tom passes out and falls over the line:

The train platform is very crowded today. In the heat, Tom unexpectedly 
blacks out and falls over the line.

The same outcome then follows as a result: 

Tom is now too close to the edge of the platform, and so the approaching 
train automatically initiates an emergency stop. Nobody is hurt, but this 
train and those following are delayed by several hours as a result of the 
incident.

The full text of all of the vignettes is available in Table 1.

5.1.3. Procedure
Participants were randomly assigned to one of 16 conditions in a 4 

(Scenario: hiking, train station, car, room) x 2 (Agency: full agency, low 
agency) x 2 (Statement type: causative, non-causative) between-subjects 
design. Participants were shown one of eight short vignettes about a 
scenario in which Tom acted with either full agency or with very low 
agency (see Stimuli section). They were asked to evaluate either a 
causative statement (e.g., “Tom caused the train delay”) or a statement 
with a non-causative verb (e.g., “Tom crossed the line”). Across our four 
scenarios, these verbs included two verbs of contact “touch”, “hit” and 
two path verbs “cross”, and “enter.” Participants were asked to respond 
to a 1–7 scale on the basis of whether this sentence was a “natural/valid 
way of describing the event.”

Finally, participants were asked a comprehension question about 
whether Tom acted intentionally (e.g., “Tom intentionally crossed over 
the line”) or with low agency (e.g., “Tom blacked out and fell over the 
line”). Participants who failed the comprehension check were excluded 
and replaced (see Participants section).

5.2. Results

Results are displayed in Fig. 1. Data were analyzed using R with the 
lme4 (Bates et al., 2015) and emmeans (Lenth, 2018) packages.

Data were fit to linear mixed-effects models, with agency and state-
ment type (causative vs. non-causative) as fixed effects and vignette as a 
random effect (random intercepts only). There was a significant main 
effect of agency, χ2(1) = 136.42, p < .001, and a smaller main effect of 
statement type, χ2(1) = 10.83, p = .001. However, there was no sig-
nificant interaction between agency and statement type, χ2(1) = 0.52, p 
= .47.

Our primary interest (preregistered) was in whether or not there was 
a significant effect of agency within each statement type. Using esti-
mated marginal means, we found that participants were significantly 
more likely to endorse a causative sentence (e.g., “Tom caused the train 
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delay”) when Tom acted with full agency (M = 6.34, SD = 0.91) vs. with 
very low agency (M = 4.00, SD = 2.00), t(399) = 9.50 p < .001. The 
same was true for their evaluations of non-causative sentences (e.g., 
“Tom crossed the line”): Participants rated these sentences as more 
natural when Tom acted with full agency (M = 5.64, SD = 1.83) vs. with 
very low agency (M = 3.55, SD = 2.05), t(399) = 8.49, p < .001.

5.3. Discussion

Perceived agency has previously been found to influence people's 
causal judgments, suggesting that reasoning about how much agency 
was involved is part of how people understand what qualifies as a cause 
of a given outcome. Yet here we find that this phenomenon may actually 
be far more general than causal cognition. Whether Tom acted inten-
tionally or with low agency affected not only the extent to which people 
endorsed causal sentences, but also the extent to which they endorsed 
sentences with non-causative verbs (i.e., sentences with path or contact 
verbs like “cross” or “touch”). These results suggest that there may be a 
more general story as to how it is that perceptions of agency are involved 
in people's understanding of sentences about agents' actions—even 
beyond their causal judgments.

6. Study 2

In the previous study, participants evaluated sentences that were all 
about a particular kind of entity: a person, Tom, who we would typically 
think of as an animate agent and who we would therefore expect to act 
by exercising agency. When this agent did not act with their typical level 
of agency (e.g., when they had a stroke and passed out), participants 
were less likely to agree with both causal and non-causal sentences 
about them.

But consider the following sentences: 

(4) a. The water caused the train delay. 
b. The water crossed the line.

Here, the water occupies the same role in the sentence as Tom might, 
crossing a line or causing a train delay. Unlike Tom, however, the water 
is inanimate and thus cannot act with a high level of agency. In other 
words, the water more resembles Tom when he is incapacitated in that it 
has a low level of agency. But do people treat these sentences about 
inanimate agents in the same way that they do sentences about animate 
agents?

There are two possibilities, with very different implications for how 
to best explain the findings from Study 1. One possibility is that people 
are just as reluctant to agree with sentences about inanimate agents 
(such as water) as they are to agree with sentences about incapacitated 
animate agents (such as Tom when he has suffered a stroke). On this 
view, people are simply less likely to agree with sentences in which the 
subject exercises a low level of agency. Tom acts with low agency due to 
being incapacitated, and the water acts with low agency in virtue of 
being inanimate. On this view, people may equate these cases because 
they involve similarly low levels of agency.

Another possibility is that people are perfectly willing to agree with 
sentences about inanimate agents, even though they are acting with low 
agency. On this view, the relevant difference between the scenarios 
where Tom acts with high vs. low agency is that people are less likely to 
agree with sentences in which the subject is not exercising its full ca-
pacity to be agentive. This view differs in a subtle but important way 
from the first. Here, sentences involving an incapacitated Tom seem less 
natural because we expect Tom to act with more agency, but he does not. 
However, inanimate things, like water, are not expected to act with high 
levels of agency. Thus, this view would predict that sentences involving 
inanimate agents acting with little agency (as they typically do) will be 
judged similarly to those involving animate agents acting with full 
agency (as they typically do).Ta
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We introduce sentences with inanimate subjects in order to distin-
guish between these possible explanations. We ask: Is the inanimate 
agent treated like Tom when he is exercising his full agency (in that both 
reflect an agent acting with their full capacity to be agentive), or like 
Tom when he is incapacitated (in that both reflect an agent who is acting 
with very low agency)?

6.1. Methods

All elements of the experimental design were identical to those of 
Study 1, except as stated below.

6.1.1. Participants
600 new participants completed a survey online through Prolific, 

(Mage = 30.3, SDage = 9.1, 67.8 % white, 61.5 % female). This sample 
size was chosen in order to have the same number of participants per 
condition as in Study 1. Data from an additional 35 participants were 
collected but excluded for failing a comprehension check.

6.1.2. Stimuli
Participants were shown one of twelve short vignettes. These 

covered the same four scenarios (hiking, train station, car, room) as in 
Study 1. For each scenario, participants were assigned to one of three 
agency conditions, resulting in vignettes about either (1) a person, Tom, 
acting with full agency, (2) a person, Tom, acting with low agency, or (3) 
an inanimate entity (e.g., water from a storm) acting the way inanimates 
do (i.e., with low agency). Both of the conditions involving an animate 
agent (i.e., Tom) were closely adapted from the vignettes in Study 1; the 
only changes were in order to be consistent with the inanimate condi-
tion. Consistent with Study 1, participants in all conditions were given 
the same initial context about norms that were in place in the scenario 
(e.g., that there was a line people aren't supposed to cross).

In the inanimate condition, participants were told that something 
acted in the same way that Tom did in the other conditions (e.g., 

crossing a line). For example, in one vignette, participants were told that 
water from a storm crossed the line and caused a train delay: 

One day, there is an unexpectedly strong storm in the area. Rain floods the 
train station. It covers the platform, over the yellow line. The water is so 
heavy near the edge of the platform that it triggers the approaching train to 
initiate an emergency stop. Nobody is hurt, but this train and those 
following are delayed by several hours as a result of the incident.

The full text of all of the vignettes is available on our OSF page.

6.1.3. Procedure
Participants were randomly assigned to one of 24 conditions in a 4 

(Scenario: hiking, train station, car, room) x 3 (Agency: person with full 
agency, person low agency, inanimate) x 2 (Statement type: causative, 
non-causative) between-subjects design.

6.2. Results

Results are displayed in Fig. 2.
Data were fit to linear mixed-effects models, with agency and 

statement type as fixed effects and vignette as a random effect (random 
intercepts only). As found in Study 1, there was a significant main effect 
of agency, χ2(1) = 114.9, p < .001, and a much smaller effect of state-
ment type, χ2(2) = 5.12, p = .02. There was again no significant inter-
action between agency and statement type, χ2(1) = 0.72, p = .70.

Our main interest (preregistered) was not in the main effect of 
agency, but in the specific pairwise comparisons between the agency 
conditions. Agency affected participants' evaluations of sentences about 
Tom, such that sentences describing Tom's actions were more valid 
when Tom acted intentionally (M = 5.76, SD = 1.52) than when he acted 
with low agency (M = 3.98, SD = 2.01), t(601) = 10.37 p < .001. In 
contrast, agency did not affect participants' evaluations of sentences 
about inanimate entities in the same way. Participants were significantly 
more likely to endorse a sentence like “The water caused the train delay” 

Fig. 1. The results by condition in Study 1. Participants were asked to evaluate the extent to which the relevant (causative or non-causative) sentence was a “natural/ 
valid way describing the event.” Jittered points show the responses of individual participants. Black lines represent group means.
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(even though the water also acted with a very low degree of agency) 
than they were to endorse the equivalent sentence about Tom acting 
with very low agency (M = 5.51, SD = 1.63), t(601) = 8.89, p < .001. In 
fact, participants' evaluations of sentences about inanimate entities were 
not significantly different from their evaluations of sentences about Tom 
acting intentionally, t(601) = 1.49, p = .30.

6.3. Discussion

Here, we find that, in participants' evaluation of sentences about 
ordinary events, inanimate agents (e.g., water) are evaluated not like an 
incapacitated animate agent (e.g., Tom after a stroke) but instead like an 
ordinary animate agent (e.g., Tom deliberately crossing a line). In other 
words, people seem to be evaluating these sentences based not on the 
absolute agency of the subject, but rather on its level of agency relative to 
a typical level of agency. People agree with the sentence “The water 
caused the train delay,” even though the water cannot and did not act 
with high levels of agency. However, the water did act in its full capacity 
for agency, and thus with its typically expected level of agency.

This finding clarifies why it is that people are reluctant to agree with 
the sentence about Tom acting when he is incapacitated. People do not 
find it natural to say that “Tom caused the train delay” when he passed 
out not just because he was acting with very little agency, but because he 
is an agent that we typically expect to act with a much higher level of 
agency.

In addition to our key finding about inanimate agents, we also again 
found that these effects of agency are not limited to instances of 
causation. All observed effects of agency were consistent across the 
causal and non-causal sentences.

7. Study 3

In all of the examples examined so far, Tom acts in a way that leads to 
a negative outcome and so may be worthy of blame. For instance, when 
Tom crosses the line, the trains are forced to stop, causing a delay. Might 

the negative valence of the outcome in these cases be affecting partici-
pants' judgments?

One possibility is that the impact of agency observed in these studies 
will arise only when the outcome has a negative valence. After all, 
studies consistently find an impact of moral considerations on causal 
judgments (Alicke, 1992; Hitchcock & Knobe, 2009), and recent work 
has led to the development of numerous different theories designed to 
explain that effect (Alicke et al., 2011; Driver, 2008; Halpern & Hitch-
cock, 2015; Icard et al., 2017; Quillien, 2020; Samland & Waldmann, 
2016). It might be argued that some of these theories would also predict 
an effect on non-causal judgments such as the ones we have been 
exploring here. If so, the phenomenon we have been exploring might 
turn out to be simply one instance of a broader phenomenon involving 
the impact of moral considerations. When the outcome has a negative 
valence, people may think it is morally wrong for Tom to bring about 
that outcome through an exercise of agency, but that it is not morally 
wrong for Tom to bring about the outcome just by having a stroke—and 
this moral difference may lead to the effect on people's evaluations of the 
relevant sentences.

However, another possibility is that the effect will arise even in cases 
that do not involve outcomes with a negative valence. Perhaps perceived 
agency will affect people's judgments of these sentences regardless, even 
if Tom is not violating any norms and the outcomes are completely 
harmless. If this is the case, then the effect of perceived agency could not 
be attributed to an impact of moral considerations.

Here, we test whether valence influences the relation between 
agency and causation by having participants view vignettes with neutral 
as well as negative outcomes.

7.1. Method

All elements of the experimental design were identical to those of 
previous experiments except as stated below.

Fig. 2. The results by condition in Study 2. Participants were asked to evaluate the extent to which the relevant (causal or non-causal) sentence was a “natural/valid 
way describing the event.” Jittered points show the responses of individual participants. Black lines represent group means.
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7.1.1. Participants
800 new participants completed a survey online through Prolific, 

(Mage = 36.2, SDage = 13.5, 72.2 % white, 66.7 % female). This sample 
size was chosen in order to have the same number of participants per 
condition as in previous experiments. Data from an additional 9 par-
ticipants were collected but excluded for failing a comprehension check.

7.1.2. Stimuli
Participants were shown one of sixteen short vignettes. These 

covered the same four scenarios (hiking, train station, car, room) and the 
same agency conditions (full agency, low agency) as in Study 1. Par-
ticipants were also assigned to one of two valence conditions, such that 
Tom's actions had either (1) a negative valence (as in prior experiments, 
breaking a norm and causing a negative outcome; e.g., crossing a line 
that isn't supposed to be crossed and causing a train delay), or (2) a 
neutral valence (following norms and causing an innocuous outcome). 
For example, in the neutral case of Tom crossing a line, participants were 
told that Tom was playing a carnival game: 

Tom is at a carnival, playing games. In the game he is playing now, people 
try to jump as far as they can to cross over different colored lines drawn 
on the ground for different prizes. When participants cross the lines, 
different desserts drop down on pies they can keep.

Then, as in the negative valence cases, Tom crossed the line either by 
acting with full agency: 

Tom is looking at the different possible lines, when he decides to jump over 
the yellow line. He deliberately jumps over the yellow line and lands in 
front of it. This automatically initiates a whipped cream faucet. The 
faucet turns on and a stream of whipped cream pours down onto a pie.

or by acting with minimal agency: 

Tom is looking at the different possible lines, when he suffers a heat stroke. 
He passes out and falls over the nearby yellow line. This automatically 
initiates a whipped cream faucet. The faucet turns on and a stream of 
whipped cream pours down onto a pie.

The full text of all of the vignettes is available on our OSF page.

7.1.3. Procedure
Participants were randomly assigned to one of 32 conditions in a 4 

(Scenario: hiking, train station, car, room) x 2 (Agency: full agency, low 
agency) x 2 (Valence: negative, neutral) x 2 (Statement type: causative, 
non-causative) between-subjects design.

7.2. Results

Results are displayed in Fig. 3. Data were fit to linear mixed-effects 
models, with agency, valence, and statement type as fixed effects and 
vignette as a random effect (random intercepts only). As in previous 
experiments, there was a significant main effect of agency, χ2(2) =
162.48, p < .001, and a smaller effect of statement type, χ2(2) = 36.57, p 
< .001. However, there was no significant main effect of valence, p =
.12. There was also a significant interaction between agency and 
valence, χ2(2) = 15.62, p < .001, and a significant three-way interaction, 
χ2(1) = 3.86, p = .050.

To better understand these interactions, we next looked at specific 
pairwise comparisons between agency conditions, within each valence 
condition. (Because there were no significant interactions with state-
ment type, we did not look at pairwise comparisons also within each 
statement type; this analysis plan was preregistered.) In both the nega-
tive and neutral valence conditions, participants rated the causative and 
non-causative sentences to be more natural when Tom acted with full vs. 
very low agency, all ts > 7.11, p < .001. However, there was a larger 
effect in the negative conditions (Full agency: M = 6.14, SD = 1.49; Low 
agency: M = 4.02, SD = 2.10) than in the neutral conditions (Full 
agency: M = 5.52, SD = 1.62; Low agency: M = 4.26, SD = 2.02).

7.3. Discussion

Here, we find that the basic effect of perceived agency persists 
regardless of the valence of the scenarios in question. Whether Tom's 
actions could be seen as blameworthy, people were more inclined to 
endorse sentences describing Tom acting with full agency than sentences 
describing him acting with reduced agency. This effect was once again 
also consistent regardless of whether or not the sentence described Tom 
as causing some further outcome.

We also found an interaction such that there was a greater effect of 
agency when Tom's actions resulted in a negative outcome (vs. a neutral 
outcome). This interaction suggests that in addition to the effect we have 
been focusing on here, there is also an effect of moral considerations. 
When the outcome is negative, Tom's behavior is seen as more of a norm 
violation when he acts intentionally than when he acts with very low 
agency, and this difference appears to be triggering the moral effect that 
has already been explored in many previous studies.

In sum, although there does appear to be some effect of negative 
valence, the results indicate that there is also an effect of agency that 
arises even in the absence of negative valence.

8. Study 4

Across three experiments, we find that there are generalizable effects 
of agency—such that perceptions of agency influence how people 
evaluate both causal and non-causal statements. In short, when animate 
agents act with reduced agency, people are less inclined to agree with 
the class of action sentences we are looking at (built with causative or 
non-causative verbs). But what does it mean to say that an agent acts 
with reduced agency? So far, we have referred to an agent acting with 
full or with low agency, but have not specified what aspects of agency 
have been reduced.

One possible approach would be to try to explain this notion by 
drawing on ideas from cognitive science research on the influence of 
agents' mental states on different judgments. For example, if we are 
trying to understand the role of agency in judgments about the sentence 
“Tom caused the train delay”, we might focus on the impact of thinking 
that Tom intended to bring about the train delay, or that he knew that he 
would bring about the train delay. Existing research in cognitive science 
finds that mental state judgments like these impact people's cognition in 
multiple different domains (e.g., Bloom, 1996; Cushman & Young, 2011; 
Noyes & Dunham, 2017), and it may well be that the impact of agency 
on the use of causal sentences should be understood in much the same 
way.

A second and very different approach would be to try to explain this 
notion by drawing on ideas from the linguistics literature about what it 
means to exercise agency. As this literature has emphasized, it is possible 
for a sentence to describe something that a person did through her own 
agency even if that sentence is not describing something that the agent 
intended to do. For example, consider the sentence: “The child acci-
dentally ate something poisonous” (Kittilä, 2005). Here, the child did 
not intend to eat something poisonous. Yet at the same time, it is also 
clear that the child's behavior was the result of an exercise of her own 
agency, i.e., that the actual bodily movements she performed were 
under her agentive control, rather than arising because she had a stroke 
or because someone else had grabbed her body and moved her limbs.

In this experiment, we independently manipulate intention and 
agentive control to assess the impact of each on the effect we have thus 
far been exploring. For example, suppose that a racetrack has been set up 
in such a way that if a person crosses over a particular line, confetti will 
automatically fall. Now suppose that Tom crosses over the line, and 
confetti falls. We can now manipulate Tom's mental state regarding this 
outcome and also independently manipulate whether Tom exercises 
agentive control over his own bodily movements. The key question is 
whether either or both of these factors will impact people's judgments 
about the causal and non-causal sentences.
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Because we are interested in agency broadly, here our manipulations 
are ones that involve temporary loss of control (e.g., stumbling or trip-
ping) rather than total incapacitation (e.g., passing out from a stroke).

8.1. Methods

All elements of the experimental design were identical to those of 
previous experiments except as stated below.

8.1.1. Participants
800 new participants completed a survey online through Prolific, 

(Mage = 36.7, SDage = 12.5, 71.2 % white, 57.8 % female). This sample 
size was chosen in order to have the same number of participants per 
condition as in previous experiments. Data from an additional 8 par-
ticipants were collected but excluded for failing one or more compre-
hension checks (see Procedure section).

8.1.2. Stimuli
Participants were shown one of sixteen short vignettes. These 

covered four possible scenarios, which were designed to involve the 
same actions described by the non-causative verbs in previous experi-
ments (i.e., “touch”, “hit”, “cross”, “enter”). All scenarios had a neutral 
valence (i.e., had no norm violations or negative outcomes). For 
example, in one scenario, Tom was described at a park where races often 
finish: 

Tom is spending time in a park where local races often finish. There is a set 
area that serves as a finish line for races, and when people cross the line, 
confetti will automatically fall.

Within each scenario, Tom was described as either knowing or being 
ignorant about the line and the consequences of crossing it: 

Tom is very familiar with the park and today's race. He knows where the 
finish line is, and what happens when it is crossed.

or 

Tom has never been to the park and doesn't know about the race. He has 
no idea where the finish line is, or what happens when it is crossed.

Tom was also described as either having agentive control or not: 

Tom is running across the park to greet a friend. In doing so, he runs over 
the race's finish line, and the confetti falls.

or 

Tom is walking around the park when his foot gets caught on a tree root, 
and he trips. As he falls, he stumbles over the race's finish line, and the 
confetti falls.

The full text of all of the vignettes is available on our OSF page.

8.1.3. Procedure
Participants were randomly assigned to one of 32 conditions in a 4 

(Scenario: hiking, train station, car, room) x 2 (Knowledge: knowledge, 
ignorance) x 2 (Control: control, no control) x 2 (Statement type: caus-
ative, non-causative) between-subjects design.

At the end of the task, participants were asked two comprehension 
check questions (modeled after comprehension questions from previous 
experiments about whether or not Tom acted with agency). The first 
question checked to see whether participants understood that Tom acted 
with / without agentive control (e.g., whether it was the case that Tom 
tripped and fell); the second checked whether participants understood 
that Tom acted with / without knowledge (e.g, whether it was the case 
that Tom knew there was a race). Participants who failed either 
comprehension check were excluded and replaced (see Participants 
section).

8.2. Results

Results are displayed in Fig. 4.
Data were fit to linear mixed-effects models, with agentive control, 

knowledge, and statement type as fixed effects and vignette as a random 
effect (random intercepts only). As in previous experiments, there was a 
significant main effect of agentive control, χ2(2) = 52.24, p < .001, and a 
smaller effect of statement type, χ2(2) = 13.77, p < .001. However, there 
was no significant main effect of knowledge, p = .30. There was also a 
significant interaction between agentive control and statement type, 
χ2(2) = 11.18, p = .004, between knowledge and statement type, χ2(2) 
= 6.43, p = .04, between agentive control and knowledge, χ2(2) = 6.13, 
p = .04, as well as a significant three-way interaction, χ2(1) = 16.13, p =
.005. Below, we decompose these interactions individually.

To further explore these interactions, we conducted pairwise com-
parisons using emmeans, looking at the impact of control separately 
within each level of the knowledge and statement variables. There was a 
significant effect of control within each pair, but the effect size differed 

Fig. 3. The results by condition in Study 3. Participants were asked to evaluate the extent to which the relevant (causal or non-causal) sentence was a “natural/valid 
way describing the event.” Jittered points show the responses of individual participants. Black lines represent group means.
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across pairs. Specifically, in the conditions where the agent had 
knowledge and participants received the causative statement, there was 
a smaller difference between the condition with control (M = 5.6, SD =
1.6) and the condition without control (M = 5.1, SD = 1.8), p < .05. The 
other three pairs showed a larger effect. For the conditions with no 
knowledge and a causative statement, control (M = 5.7, SD = 1.3) 
received higher ratings than no control (M = 5.1, SD = 1.8), p < .01. For 
the conditions with knowledge and a non-causative statement, control 
(M = 5.9, SD = 1.3) received higher ratings than no control (M = 4.3, SD 
= 2.00), p < .001. For the conditions with no knowledge and a non- 
causative statement, control (M = 5.2, SD = 1.6) received higher rat-
ings than no control (M = 4.4, SD = 2.0), p = .001.

8.3. Discussion

This final experiment yielded two key findings. First, whether or not 
Tom had agentive control over his own movements consistently 
impacted participants' judgments regarding his actions—both in causal 
and non-causal sentences, and both when Tom knew about all relevant 
dimensions to his actions and when he was ignorant. In other words, 
even when Tom had absolutely no idea what he was doing, participants 
were more inclined to say that our sentences sounded right when his 
bodily movements were under his own agentive control. Moreover, the 
cases of reduced agency involved ordinary ways that one might 
temporarily lose full control of their own movements (e.g., stumbling or 
tripping) in contrast to the total incapacitation (e.g., passing out from a 
stroke) examined in Studies 1–3. Even in the case of these subtler dif-
ferences in agentive control, we observed a consistent effect on how 
people evaluated sentences about Tom's actions.

Second, not only do we find a main effect of agentive control, we also 
find no main effect of whether the agent knew what he was doing. In 
other words, there was no overall tendency such that participants were 
more inclined to say that our sentences sounded right when Tom knew 
what he was doing than when he did not. We were quite struck by this 
null effect, and we explore it further in the General Discussion.

9. General discussion

People do not find it natural to say that a person caused an outcome 
when that person did not exercise agentive control. One highly plausible 
approach to explaining this effect—taken by much prior work—would 
be to say that it is due to something about causal cognition in particular 

(i.e., that agency is somehow related to how humans understand 
causation). Another very different approach would be to say that it re-
flects a more general phenomenon, perhaps involving the linguistic 
properties of a broader class of sentences in which a person appears in 
subject position.

Four studies explored these two possible approaches. Study 1 showed 
that the effect arises not only for causal sentences but also for sentences 
with non-causative verbs. Study 2 showed that the effect arises only for 
sentences with animate subjects. Study 3 showed that the effect arises 
regardless of whether the outcome is something morally bad or some-
thing neutral in the valence. Study 4 showed that the effect is driven not 
by perceptions of the mental states that the agent has towards the 
outcome but rather by whether the agent's behavior reflected a 
controlled exercise of agency.

Taken together, these studies appear to provide evidence against the 
view that these effects can be explained by causal cognition in partic-
ular. Instead, they appear to provide support for an explanation based on 
the linguistic properties of a broad class of sentences. In what follows, 
we explore the implications of these findings both for work in causal 
cognition and for work on agency in language.

10. Agency and causation

The present studies find that there is an effect of agency not only for 
sentences that involve causing some further outcome, such as “Tom 
caused the train delay,” but also for non-causative sentences, such as 
“Tom crossed the line.” Although it would be possible in principle to 
suggest that this is all just a coincidence (i.e., that the effect for causative 
sentences and the effect for non-causative sentences arise for unrelated 
reasons), we find no interaction between agency and statement type. 
Therefore, the more parsimonious explanation is that there is a single 
underlying effect here that arises for both causative and non-causative 
sentences. A question now arises as to what this result indicates 
regarding the relationship between the impact of agency and people‘s 
way of thinking about causation specifically.

First off, the results certainly do not show that the effect is 
completely unrelated to people's capacity for causal cognition, broadly 
construed. One might think that people's basic capacity for under-
standing agency is best understood in terms of a generative causal model 
(Baker et al., 2017). Similarly, it has been suggested that people's or-
dinary distinction between physical movements that reflect agency (e.g., 
intentionally moving one's arm) and physical movements that do not 

Fig. 4. The results by condition in Study 4. Jittered points show the responses of individual participants. Black lines represent group means.
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reflect agency (e.g., arm movements that arise only because one has just 
had a stroke) should be understood in terms of counterfactuals in a way 
that can be derived from more general theories of causal cognition 
(Quillien & German, 2021). Nothing in the present studies provides 
evidence against any of these claims.

Still, the present studies do show that the effect of agency is not 
limited to causal statements. A sentence of the form “Tom caused…” has 
certain special properties that are not shared by certain other classes of 
sentences. It seems to be saying that what Tom did caused some further 
outcome, one that goes beyond Tom's behavior itself. There has been a 
great deal of research on sentences of this type, both linguistically and 
psychologically (e.g., Glass, 2023; O'Neill et al., 2022; Quillien, 2020). 
The key point now is that the impact of agency is not limited to sentences 
of that distinctive type. It seems to be a matter of something far more 
general.

Finally, a question arises as to whether there are any effects of mental 
states on causal statements for which the opposite conclusion holds – 
effects that genuinely are specific to causal statements in particular. 
When it comes to the effect we have been exploring in the present 
studies, we find evidence that the same result obtains when one switches 
over to non-causative sentences, but are there perhaps other effects that 
would disappear if one switched to non-causative sentences?

One especially promising place to look for such an effect would be in 
the studies from Kirfel and Lagnado (2021a). In these studies, the agent 
is performing a behavior through an exercise of her own agency in all 
conditions, but people's causal judgments end up changing depending 
on whether the agent knows that this behavior will bring about a 
particular further outcome. It seems unlikely that the framework we 
have been developing here could explain this effect. Moreover, the re-
sults appear to be very opposite of the null effect we find within the 
causal sentence conditions in the present Study 4. How then are these 
results to be explained?

The most salient difference between the Kirfel and Lagnado studies 
and the present Study 4 lies in the valence of the outcomes. Our Study 4 
used outcomes with a neutral valence, whereas the Kirfel and Lagnado 
studies used outcomes with a negative valence. Thus, the effect observed 
in those studies might potentially be explained in terms of the impact of 
moral considerations on causal judgments. Previous research has found 
that moral considerations can impact causal judgments (Alicke et al., 
2011; Driver, 2008; Halpern & Hitchcock, 2015; Icard et al., 2017; 
Quillien, 2020; Samland & Waldmann, 2016). Research also finds a 
complex relationship between attributions of ignorance and moral 
judgment (e.g., Murray et al., 2019; Murray et al., 2023; Young & Saxe, 
2011). One possibility would be that these are cases in which ignorance 
does have an impact on moral judgment and that it is this impact that 
explains the effect for causal judgment.

In sum, the present studies suggest that some of the effects of agency 
on causal judgment observed in previous research might not be specific 
to causal judgments. For each of those separate effects, a new question 
arises as to whether the effect is specific to causal judgments or not. In 
some cases, we might find that the effect is due to something more 
general that applies also to non-causative sentences, whereas in others, 
we might find that it is specific to causative sentences. When it does 
appear that the effect is specific to causative sentences, we would face a 
question as to what explains the effect. As with the work of Kirfel and 
Lagnado, one possible answer would involve the well-established impact 
of moral considerations on causal judgments.

11. Agency in language

The present findings also have implications for the study of agency in 
language. Existing research in this area has developed complex frame-
works for understanding the role that agency plays in people's judg-
ments about certain sentences (Folli & Harley, 2008; Kittilä, 2005; van 
Valin & Wilkins, 1996; Wolff et al., 2009). The present studies then 
reveal some potentially interesting new patterns in people's judgments 

that such frameworks will need to explain.
Specifically, we find that many participants think it sounds wrong to 

use certain sentences in cases where the agent denoted by the subject of 
the sentence did not perform the action denoted by the verb phrase with 
agentive control. We then find that this effect arises for both causal and 
non-causal sentences (Study 1), that it only arises when the subject is 
animate (Study 2), that it arises regardless of the valence of the outcome 
(Study 3), and that it depends only on whether the agent denoted by the 
subject performed the action denoted by the verb phrase through an 
exercise of her agentive control, not whether she did so knowingly 
(Study 4).

We now offer a more specific linguistic hypothesis that spells out 
how these effects arise. The full hypothesis, drawing on technical tools 
from semantics and pragmatics, appears in the Appendix. In this section, 
we provide a brief non-technical overview of how the hypothesis works.

At the core is the idea that there is an important similarity between 
causal sentences like “Tom caused the train delay” and sentences with 
non-causative verbs like “Tom touched the rock.” The impact of agency 
is then to be explained in terms of the aspect of the structure of these 
sentences that is shared across causal and non-causal sentences. Very 
broadly speaking, the claim is that a sentence like (5a) has a meaning 
that can be paraphrased with (5b).

(5) a. Tom caused the train delay.
b. There was an event that is a causing of the train delay, and Tom 

occupies the agent role in that event.
In other words, the semantics of this sentence includes at least two 

distinct elements that might be worth exploring: the notion of causing 
and the notion of occupying the agent role in an event. The idea is that 
the impact of agency on intuitions about these sentences arises not from 
anything about causation but rather from something about the agent 
role.

The next key claim is that ‘agent’ is ambiguous between two different 
meanings. One is a simple ‘effector’ meaning (an entity that does 
something); the other is an ‘in-control agent’ meaning (an entity that 
does something by exerting agentive control). These two meanings are 
ordered in such a way that one of them entails the other. An in-control 
agent of an event will always also be an effector of this event, while the 
reverse is not necessarily true.

People tend to prefer the stronger meaning, but what the stronger 
meaning is depends on the linguistic context. When an inanimate like 
‘water’ occupies the agent role, people will only consider the ‘simple 
effector’ meaning of ‘agent’, and will then accept sentences such as ‘The 
water touched the rock’, even if the water does not exert any control on 
its behavior. But now suppose that Tom has a stroke and his finger 
touches the rock, and consider people's intuitions about the sentence 
“Tom touched the rock.” In that case, Tom is a human being, but he only 
is an effector of this event. On the view we develop, in a linguistic 
context as the one we have in “Tom touched the rock” (what is called an 
‘upward-entailing environment’), the ‘in-control’ meaning of ‘agent’ is 
stronger, and is for this reason preferred. So the sentence, although 
technically true, should sound pragmatically infelicitous.

Let us now turn to the negative version of this sentence: “Tom didn't 
touch the rock”. In this linguistic context (a ‘downward-entailing’ 
environment), it is now the effector meaning which is stronger, and 
therefore selected. Let us assume again that Tom made the right sort of 
movement to be the agent of a touching event, but only because he has 
had a stroke. In this context, Tom as effector touched the rock. What's 
more, he is a mere effector. This means that “Tom (as a mere effector) 
didn't touch the rock” is false. Thus the theory predicts that people 
should tend to think that this sentence is not appropriate either in the 
given context.

In other words, people should think that there is something 
misleading about saying “Tom touched the rock” in situations of that 
type, because this sentence is preferentially interpreted as meaning 
“Tom (as an in-control agent) touched the rock”, but they should also 
think that it is wrong in the same situation to say “Tom didn't touch the 
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rock”, because this sentence is preferentially interpreted as meaning 
“Tom (as a mere effector) didn't touch the rock”.

Putting everything together, we can now explain what this hypoth-
esis says about sentences like “Tom caused the train delay.” On the ac-
count we have been developing, this sentence means, roughly, that there 
was an event that was a causing of the train delay, and Tom occupied the 
agent role in this event. If Tom's bodily movements are the result of a 
stroke, this does not make the event itself be any less of a causing of the 
train delay. Rather, the important point is that Tom does not occupy a 
certain role in this event, namely, the role of an in-control agent. Thus, 
people will feel on the whole that even if the sentence is true, it is not a 
felicitous way to describe the event that occurred.

12. Agency beyond language

We have been focusing on the idea of the agent role as a way of 
understanding certain patterns in people's use of language, but a ques-
tion now arises as to whether our findings are specific to language or 
whether they reflect something more general about people's cognition. 
Quite independently of the fact that people use language, it seems that 
people's cognition involves representations of events (e.g., Lee et al., 
2024; Yates et al., 2023; Zacks & Swallow, 2007). These representations 
may then involve the entities playing specific roles in events (e.g., Hafri 
et al., 2013; Ünal et al., 2024). Thus, if we obtain certain findings about 
thematic roles in natural language, one intriguing hypothesis would be 
that these findings actually point to something very general about how 
people understand roles in events.

In the linguistic theory we introduce in the Appendix, a core claim is 
that there is a particular role such that (a) human beings are seen as 
playing this role when they act in the normal way, (b) inanimate objects 
are seen as playing this role when they move or affect things in the 
normal way, but (c) human beings are not seen as playing this role when 
they undergo bodily movements that do not involve the exercise of their 
own agency (e.g., because they suffered a stroke). A key question for 
further work will be whether this pattern reveals something specifically 
about natural language or whether it reveals something broader about 
people's representations of events.

Existing research provides some intriguing hints about the degree to 
which these phenomena might or might not extend beyond language. 
Studies show that people automatically categorize entities as occupying 
the agent role in events, even in a task for which this role would not be 
directly relevant (Hafri et al., 2018). Indeed, roles like agent and patient 
are said to be represented even in visual perception (Hafri & Firestone, 
2021). And a broad review finds that although people may not make use 
of certain sorts of thematic roles (goals, recipients, etc.) outside of lan-
guage, people do seem to use categories objects as occupying the agent 
role in events, even in non-linguistic cognition (Rissman & Majid, 2019).

Of course, this existing work does not provide evidence either way 
about whether the findings of the present studies would extend beyond 
language to people's ordinary event representations. However, this work 
does suggest that there is a real question here that would be worth 
investigating. Independent of the use of language, people do seem to 
represent entities as occupying roles in events, and thus it remains an 
open question whether the specific findings of the present studies would 
arise for those representations.

13. Conclusion and further directions

Existing research finds an effect such that judgments about sentences 
that say that a person caused an outcome can be impacted by the degree 
to which the person exercised agency. The present studies provide evi-
dence that this effect is not specific to causal judgments but instead 
arises for a far broader class of different judgments.

The results thereby suggest that the original effect is pointing to 
something broader, and hence potentially deeper and more important, 
than we might initially have expected. Simply, the effect does not appear 

to be something that arises only when people are thinking about 
causation. It seems instead to be something that applies quite generally 
to people's way of thinking about events. Given this, any explanation 
will necessarily have to connect with some fundamental features of the 
way people ordinarily understand events. For example, at the heart of 
the explanation we have developed here are the ideas that (a) people 
have a very general way of representing different behaviors as dis-
playing different degrees of agency and (b) people can use these rep-
resentations to assess the degree to which a person plays the agent role 
in an event.

In the present inquiry, we have merely scratched the surface of these 
deeper issues, investigating them only insofar as they are relevant to the 
specific linguistic effect we have been exploring. One exciting avenue for 
further research would be to take up these issues as phenomena worth 
exploring in their own right. That is, even independent of the specific 
linguistic effect we have been trying to explain here, further research 
could continue to explore questions about how people assess the degree 
to which a person exercises agency in performing a behavior and about 
how people determine whether someone plays the agent role in an 
event.
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Appendix A. Appendix

A.1. Preliminaries

In the General Discussion, we proposed that the role of agent has a 
strong and a weaker meaning. In this Appendix, we sketch one technical 
way to implement this idea.2

Our first assumption is that there are two relations between events 
and individuals behind the concept of agent, ‘effector’ and ‘in-control 
(participant)’: 

(1) a. λxλe.effector(e, x) 
(`x is an effector of e’). 
b. λxλe.in-control(e, x). 
(`x is in control of e’).

Being the effector in an event e simply means doing something in e. 
For inanimate entities (at least those that are not instruments, like in 
Study 2), just being an effector will be sufficient to count as the strongest 
possible agent, since the other ways to be agentive are clearly irrelevant 
for inanimates' agent-membership. But for animates, things are 
different. If a person does something, she already counts as an agent in 
some weak sense of the term, but more than doing something is typically 
required of a person to count as an agent sensu stricto. We propose that 

2 See Martin (2023) for a more detailed version of the semantic analysis 
summarized in this Appendix.
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in order to count as an agent in this stronger sense, a person should not 
only do something, but also exert agentive control, e.g., walk across a 
line rather than stumbling across it.

That agentive control may be central for the concept of agency in 
language has been argued for in linguistic research on the role of agent. 
For instance, for Dowty (1979:118) or Jacobs (2011), the concept of 
agent has more to do with the notion of agentive control than with the 
notions of intentionality or volition. To express this, we introduce in- 
control (see (1b)), a specific notion of agent that defines ‘in-control’ 
agency (expressed for instance by control morphologies in Salish lan-
guages, see Davis & Matthewson, 2009, Jacobs, 2011), as opposed to 
‘out-of control’ agency (expressed for instance by out-of-control mor-
phologies such as the ability/involuntary action form in Salish or 
Tagalog, see Davis et al., 2009, Jacobs, 2011, Alonso-Ovalle & Hsieh, 
2021).

The two relations in (1a/b) are ordered by strength: ‘in-control 
(participant)’ entails ‘effector’ but not vice versa, as stated in (2). 

(2) a. ∀x∀e(in-control(e, x) → effector(e, x)) 
(`If x is in control of e, then x is an effector of e’). 
b. ∃x∃e(effector(e, x) ∧ ¬in-control(e, x)). 
(`There is an effector that isn't in control’).

In the linguistic literature, agentive control has been characterized in 
several related ways: ability of an entity to ‘initiate and carry out an 
event’ (Davis, 2000), ‘to influence the outcome of an event’ (Davis & 
Matthewson, 2009), or to function with ‘usual average capacities in keep 
things under control’ (Thompson, 1985). A non-human entity might 
potentially be seen as fulfilling these descriptions as long as it directs its 
behavior towards a certain goal (think about ants or alarm-clocks).3 We 
therefore assume that ‘in-control (participant)’ entails ‘goal-oriented’, 
while ‘effector’ does not, as formulated in (3). 

(3) a. ∀x(∃e(in-control(e, x)) → goal-oriented(x)) 
(`If x is in control of e, then x is goal-oriented’). 
b. ∃x∃e(effector(e, x) ∧ ¬goal-oriented(x)). 
(`There is an effector that isn't goal-oriented’).

In-control agency is therefore not reachable for inanimate entities 
such as water or stones (except if they are personified, or perhaps if some 
person uses them as instruments). This corresponds to the intuition that 
inanimate agents are characterized by a very low degree of agency.

A.2. Semantics

The question is how these two notions (effector and in-control) 
characterize the meaning of agent Voice, which is the syntactic piece 
that introduces an external argument and associates the agent role with 
it (Kratzer, 1996). The agent Voice phrase is typically not pronounced; it 
is the part of the sentence that makes it clear that the subject of the 
sentence is the agent of the event. Agent Voice is part of the semantics of 
both causal and non-causal sentences like Tom caused the train delay or 
Tom touched the rock, where it plays exactly the same role and leads to an 
effect of agency in exactly the same way.

We propose that Voiceagent is ambiguous between these two notions. 
More concretely, Voiceagent is polysemous, and represented as the rela-
tional variable agent, which is valued either as effector or as in-control: 

(4) Voiceagent ↝ agent,where agent ∈ {λxλe.effector(e, x),λxλe.in- 
control(e, x)}.

As an illustration of how an agentive sentence is semantically rep-
resented, consider the example in (5a), which has the syntax in (5b) with 
the agent Voice head, and receives the semantic analysis (ignoring 
tense) in (5c). 

(5) a. Tom touched the stone. 
b. [Tom [Voiceagent [touched the stone]]]. 
c. ∃e(agent(e, tom) ∧ touch-the-stone(e)). 
(`There is an event e in which Tom as agent touches the stone’).

Since agent is a relational variable that may be valued as effector or 
as in-control, the formula in (6c) corresponds to one of the two prop-
ositional meanings listed in (6). 

(6) (6) a. ∃e(effector(e, tom) ∧ touch-the-stone(e)) 
b. ∃e(in-control(e, tom) ∧ touch-the-stone(e)).

We propose that the choice between these two propositions is 
determined by an application of the Strongest Meaning Hypothesis 
(Dalrymple et al., 1998:193), which we formulate for the present case as 
follows:

(7) Strongest Meaning Hypothesis: A sentence S with agent Voice 
can be used felicitously in a context c that supplies non-linguistic in-
formation I relevant to agent Voice's interpretation, and in this case, the 
use of S in c expresses the logically strongest proposition in Ac:

Ac = {p | p is consistent with I and p is an interpretation of S obtained 
by interpreting agent Voice as one of the two relations in (4)}.

Assuming the Strongest Meaning Hypothesis, in the case of the sen-
tence in (5a), the set Ac would contain the two propositions in (6). Since 
‘in-control (participant)’ entails ‘effector’ (recall (2a)) and the linguistic 
context of the sentence in (5a) is upward-entailing, the proposition in 
(6b) is the strongest meaning, entailing the proposition in (6a).

The default preference, in an upward-entailing context, for the in- 
control meaning with animate subjects, accounts for why in Studies 
1–4, many participants found sentences with an animate subject less 
natural/appropriate in the low agency condition, where Tom is an out- 
of-control agent. But the availability of the effector use of ‘agent’ ex-
plains why these sentences are nevertheless accepted in the same sce-
nario by many participants. For instance, (5a) can also be interpreted as 
the proposition in (6a), where agent Voice is rendered as ‘effector’.

In an upward-entailing context, the preference for the in-control 
meaning arises only in the absence of contrary information from the 
linguistic context. Thus, if the direct context explicitly indicates that the 
subject's referent is not an in-control agent, the set Ac would contain the 
propositional meaning (6a) only. We therefore expect the interpreter not 
to consider the meaning (6b), which is normally chosen in upward- 
entailing environments. For instance, take sentences like “After he 
completely lost control of his body, Tom touched the stone” or “Tom 
accidentally caused the train delay”. In such sentences, the after-clause 
or the modifier accidentally are in conflict with the in-control meaning of 
‘agent’. Our prediction for such sentences is that participants would 
choose the effector meaning of ‘agent’, and therefore rate such sentences 
highly even in the low agency condition.

In a linguistic context that is downward-entailing, the choice of 
effector is the stronger meaning for agent Voice, as shown, for instance, 
by the negated version of (5a) in (8a), whose semantics and (surface) 
syntax are given in (8b/c): 

(8) a. Tom didn't touch the stone. 
b. [Tom [Voiceagent [didn't [touch the stone]]]]. 
c. ¬∃e(agent(e, tom) ∧ touch-the-stone(e)). 
(There isn't an event e in which Tom as agent touches the 

stone).

3 Instrumental inanimate subjects are often agentive in more respects than 
non-instrumental inanimate subjects (Alexiadou & Schäfer, 2006; Schlesinger, 
1989). For instance, an instrument often ‘goes proxy’ for an intentional, in- 
control agent (compare, e.g., My alarm clock woke me up with The storm woke 
me up: the alarm-clock is agentive in more respects than the storm is, as what 
the alarm-clock did reflects the agentive control and intention of its user).
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In this case, the set Ac would contain the two propositions in (9), 
where the proposition in (9a) with ‘effector’ is now logically stronger 
than the proposition in (9b) with ‘in-control (participant)’. 

(9) a. ¬∃e(effector(e, tom) ∧ touch-the-stone(e)) 
b. ¬∃e(in-control(e, tom) ∧ touch-the-stone(e)).

The reasoning is as follows: if it's not the case that Tom as effector 
touches the stone, then it's also not the case that he as in-control 
participant touches the stone, but not vice versa (because if it's not the 
case that Tom as in-control participant touches the stone, then it's still 
possible that he as effector touches the stone). The existence of an event 
of the type in question is denied under both meanings (9a/b).4 Thus, 
participants would likely all converge in the view that sentences like 
Tom didn't touch the stone are not natural or appropriate in a context 
where Tom touched the stone, independently of whether they select the 
stronger meaning in (9a), with the effector meaning of ‘agent’, or the 
weaker meaning in (9b), with the in-control meaning of ‘agent’.

In this analysis, notions like foreknowledge or intention do not play 
any role in the semantics of Voiceagent.5 Foresight and intention might 
very well be dimensions characterizing intentional agents, but not 
agents simpliciter as introduced by Voiceagent. This is completely 
compatible with the very plausible assumption that by default, a hearer 
tries to make the subject's referent the strongest possible agent that is 
compatible with the facts and the context, that is, tends to conceive this 
entity as an intentional agent when possible (see, e.g., van Valin & 
Wilkins, 1996). But this enrichment is of pragmatic nature and goes 
beyond the strongest meaning of Voiceagent.

Data availability

Data, materials, and preregistration information can be found on the 
Open Science Framework (OSF) at https://osf.io/7a6fq/? 
view_only=08f4cf81aa4647a898ae47789fac81ca

References

Alexiadou, A., Anagnostopoulou, E., & Schäfer, F. (2015). External arguments in 
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